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ABSTRACT

In this paper, a part-based correlation particle filter framework
is proposed for robust visual tracking. Through managing tar-
get parts by correlation filters in a particle filter framework,
we comprehensively model the target appearance using plen-
tiful overlapped local parts with different positions and sizes.
Further, we propose a particle re-sampling mechanism with
appearance and geometry reliability consideration to resam-
ple the redundant particles, which guides our tracker to fo-
cus more on the discriminative and reliable local parts. Fi-
nally, to cope with the limited search range of local tracker
and model corruption caused by unreliable samples, we intro-
duce the top-down coarse-to-fine localization and bottom-up
adaptive update strategies to further boost the performance.
Extensive experimental results on three challenging datasets
demonstrate that our tracking algorithm performs favorably a-
gainst state-of-the-art methods. Specifically, our approach ex-
hibits superior performance on tracking nonrigid objects with
rotation and large deformation.

Index Terms— Visual tracking, correlation filter, particle
filter, part-based model

1. INTRODUCTION

The goal of single object tracking is to predict the target state
(e.g., position and scale) in subsequent video frames with on-
ly the initiate target state. Visual tracking plays a basic and
important role in many visual tasks, such as video surveil-
lance, robotics and autonomous driving. Although significant
progress [1, 2, 3] has been made, challenges such as occlu-
sion, deformation, in-plane and out-of-plane rotation make
visual tracking still a difficult task.

Considering the target representation strategy, the track-
ing model can be divided into two categories: global and part-
based. Generally, global tracking model captures the holistic
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Fig. 1. In (a), previous part-based strategies [4, 5, 6, 7] usually
adopt artificial and intuitive partition methods. Thus, some lo-
cal parts with little target information are not reliable enough
(labeled with “×”). In (b), our part-based strategy captures
the discriminative and stable local parts.

target information while part-based model mainly focuses on
local appearance. As one of the most popular tracking al-
gorithms, Discriminative Correlation Filter (DCF) [8, 2, 9]
has been widely investigated due to its attractive performance
and efficiency. Global DCF methods have been further de-
veloped by studying scale estimation [10, 11], multi-feature
fusion [11, 12, 13, 14] and avoiding boundary effects [15].
Recently, Zhang et al. propose a multi-task correlation par-
ticle filter (MCPF) [16] framework to absorb the advantages
of both correlation filter and particle filter. In MCPF, the par-
ticle filter aims to conduct better target scale estimation and
cover multiple modes in the posterior density. On the other
hand, correlation filter helps shepherd the particles, and thus
less particles are required compared to traditional particle fil-
ter [17]. However, the MCPF and other algorithms that adopt
global DCF model are prone to drift in case of occlusion and
deformation.

In contrast, by dividing the target into several local parts
and tracking each of them via an independent tracker, part-
based DCF methods [5, 18, 4, 6, 7] demonstrate superior ro-
bustness in handling partial occlusion and deformation. The
reliable patch tracker [18] considers motion trajectories of
both foreground and background local parts in sequential
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Monte Carlo framework. In [7], the geometrically constrained
constellation of local DCFs is proposed. In SCF algorith-
m [4], Liu et al. propose a structural DCF based model to
exploit the relationship of local target parts. Fan et al. [6]
further explore the temporal consistence and incorporate the
global target information. Although promising performance
has achieved, one major limitation is that they usually adopt
artificial target partition strategy by simply dividing the object
into several parts according to the target size ratio (e.g., 2× 2
or 3 × 1 parts in Fig. 1 (a)). However, in real-world tracking
tasks, the targets (especially nonrigid objects) are quite dif-
ficult to be tightly represented by a rectangle bounding box.
Therefore, their simple and intuitive object partition strategy
may include useless or corrupted local parts, which may cause
the gradually drift problem.

Motivated by the above observations, we propose a novel
Part-based Correlation Particle Filter (PCPF) algorithm. Our
method samples multiple local parts through particle filter
framework and tracks them independently via correlation fil-
ters. After estimating the appearance and geometric reliability
of the multiple parts (particles), our tracker gradually discards
and resamples the unstable particles. Therefore, our tracker is
able to focus on the discriminative and stable local parts. Fur-
ther, through coarse-to-fine localization and bottom-up adap-
tive update, our tracker achieves more robust performance.

Compared with MCPF algorithm [16], our method main-
tains its original metrics and demonstrates superior perfor-
mance due to the following reasons. (1) Part-based target
representation is less sensitive to partial occlusion and defor-
mation. (2) MCPF resamples all the particles in each frame,
while our method gradually resamples the particles depend-
ing on their appearance and geometry reliability, which pre-
serves the object structure. (3) Different local parts are up-
dated asynchronously, which alleviates the model corruption
caused by inadequate update.

Furthermore, compared with previous part-based DCF
trackers, our method has the following advantages. (1) With-
out manually designed object partition strategy [5, 4, 6, 7], our
method models target appearance comprehensively through
randomly sampling multiple overlapped local parts in a parti-
cle filter framework, which is more capable in tracking non-
rigid object with heavy deformation. (2) The proposed resam-
ple mechanism drives the particles to pay more attention to
trackable and discriminative local target parts. (3) Our tracker
combines the global and part-based models in a coarse-to-fine
fashion to cope with the limited search range of local trackers,
which is mostly ignored [5, 18, 6]. Moreover, the occlusion
estimation of the overall target is feasible after measuring the
reliability of plentiful local parts, which in return guides the
adaptive update of global model.

In brief, the main contributions of our work can be sum-
marized as follows:

• We propose a Part-based Correlation Particle Filter
(PCPF) framework for visual tracking, which captures

the reliable and discriminative local parts.

• The top-down coarse-to-fine localization and bottom-
up adaptive update strategies are introduced to further
boost the tracking robustness.

• Extensive experiments on OTB-2013 [19], OTB-2015
[20] and Temple-Color [21] benchmarks demonstrate
the state-of-the-art performance of our tracker.

2. METHOD

In this section, we introduce the part-based correlation parti-
cle filter in Section 2.1. How to estimate the reliability of the
local parts and resample them is elaborated in Section 2.2.
Finally, Section 2.3 describes our adaptive update strategy.

2.1. Part-Based Correlation Particle Filter

Correlation Filter. A typical tracker based on DCF [8, 2]
is trained using an image patch x of size M × N , which is
centered around the target. All the circular shifts of the patch
x(m,n) ∈ {0, 1, ...M−1}×{0, 1, ...N−1} are generated as
training samples with Gaussian function label y(m,n). The
filter w can be trained by minimizing the following regression
error:

min
w
‖Xw − y‖22 + λ‖w‖22, (1)

where λ is a regularization parameter (λ ≥ 0) and X is
the data matrix by concatenating all the circular shifts. The
close-form solution of Eq. (1) is defined by w = (XTX +
λI)−1XTy [2]. Since X is circulant, the filter solution on
the d-th (d ∈ {1, · · · , D}) feature channel can be efficiently
calculated as follows.

ŵ∗d =
ŷ � x̂∗d∑D

i=1 x̂
∗
i � x̂i + λ

, (2)

where � is the element-wise product, the hat symbol “ •̂ ”
denotes the Discrete Fourier Transform (DFT) of a vector
and “ •∗ ” is the complex-conjugate operation. To avoid the
boundary effects during learning, we apply Hann window to
the signals [2].

In the next frame, a Region of Interest (ROI) patch z with
the same size of x is cropped out for predicting the target po-
sition. The response mapR of the search patch z is calculated
by Eq (3).

R = F−1(
D∑
d=1

ŵd � ẑ∗d). (3)

Particle Filter. In particle filter, given the target obser-
vations z1:t−1 = {z1, z2, . . . , zt−1} up to time t − 1, the
posterior density function p(xt|z1:t−1) can be calculated as
follows.

p(xt|z1:t−1) =

∫
p(xt|xt−1)p(xt−1|z1:t−1)dxt−1, (4)



where p(xt|xt−1) is the state prediction and p(xt−1|z1:t−1) is
the state density function. When the observation zt is avail-
able, according to the Bayes rule, the posterior probability
p(xt|z1:t) can be inferred recursively by Eq (5).

p(xt|z1:t) =
p(zt|xt)p(xt|z1:t−1)

p(zt|z1:t−1)
, (5)

where p(zt|xt) is the observation likelihood. The posterior
p(xt|z1:t) is approximated byN particles {xit}Ni=1 as follows.

p(xt|z1:t) ≈
N∑
i=1

witδ(xt − xit), (6)

where wit represents the weight of i-th particle and δ(·) is the
Dirac delta function. Through defining the importance densi-
ty function as p(xit|xit−1), the particle weight can be calculat-
ed by wit ∝ wit−1p(zt|xit). To avoid the particle degeneracy
problem [17], the weights are set to wit−1 = 1/N for all par-
ticles and this leads to wit ∝ p(zt|xit)

Part-Based Correlation Particle Filter. In our part-
based correlation particle filter framework, each particle is
formulated by a local DCF tracker. In frame t, the i-th par-
ticle position pit is identified by searching for the maximum
value of its correlation response map Rit. As for the parti-
cle weight, different from the methods [16, 6] that use the
maximal value of the response map, we define p(yt|sit) as the
peak-to-sidelobe ratio (PSR) [8] of the correlation response
by Eq (7), which is more robust.

PSR(Rit) =
max(Rit)− µ(Rit)

σ(Rit)
, (7)

where µ and σ are the mean value and standard deviation
of the response map. Then, the weight of the i-th particle
in frame t is proportional to the normalized response peak
strength, i.e., wit ∝ norm

(
PSR(Rit)

)
.

Similar to Eq. (6), The global target location is estimated
using local particle position pit through

Ptarget ≈
N∑
i=1

wit(p
i
t + ∆i

t), (8)

where N is the total particle number, ∆i
t denotes deforma-

tion vector between i-th part and object center in the previous
frame. Besides, the unreliable particles (e.g., green boxes in
Fig. 2) do not contribute to this target position estimation, and
the reliability measure will be discussed in Section 2.2.

Coarse-to-Fine Localization. In DCF tracker, the ROI is
usually 2.5 times the size of the target [2], and a too large ROI
will decrease the discriminative power of the filter. Therefore,
the small size of local parts will restrict their search range,
which makes it hard for them to keep pace with the fast mo-
tion of global target.

Global DCF

Local DCFs

Top-Down
Localization

Bottom-Up
Update

Fig. 2. Top-down localization: Global DCF tracker perform-
s well when facing fast motion while local DCF trackers are
less sensitive to occlusion and deformation, and the coarse-
to-fine combination of them helps refine the tracking result.
Bottom-up update: After selectively updating the local D-
CFs, the reliability estimation of plentiful local parts is quan-
tified to adaptively update the global model.

To cope with this issue, we use a global DCF tracker to
coarsely predict the target state and obtain the rough target
location P

′

target. Then the coarse position of each local part
in frame t is computed by p

′i
t = P

′

target − ∆i
t. Through

drawing an ROI at position p
′i
t, the accurate particle position

is estimated through local DCF tracker: p
′i
t → pit. Finally,

the accurate local locations pit together contribute to the final
target position through Eq. (8). As for target scale estimation,
we utilize the global DCF model to measure the overall object
scale changes [10].

2.2. Particle Resample

In our framework, each particle represents a DCF tracker with
robust tracking capability. Thus, different from previous par-
ticle filter method [17], our tracker does not need to resample
all the particles in each frame and just resamples the corrupted
ones. In the following, we introduce the proposed reliability
estimation with geometric and appearance consideration.

Geometry Reliability. Geometric reliability includes
motion angle and motion range estimation.

(1) The motion angle of each local part in successive
frames can be computed as follows.

Git = cos

(
∆i
t−1 ·∆i

t

|∆i
t−1| · |∆i

t|

)
, (9)

where ∆i
t represents the deformation vector andGit ∈ [−1, 1].

If Git < 0, the corresponding particle moves in the opposite
direction between two continuous frames. Even for the target
with extreme heavy deformation, the local parts are impossi-
ble to change such a large angle. So the particle satisfied with
Git < 0 is regarded as unreliable.
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Fig. 3. Through the proposed particle resample strategy by
considering geometry and appearance reliability, our tracker
gradually resamples the unstable particles (black boxes in fig-
ure) and alleviates the model corruption by the background
clutters or occlusion objects.

(2) Besides, we consider the motion range of the local
parts. If the local part is far away from the target center,
we consider the corresponding local part as unreliable, i.e.,
‖∆i

t‖2 > α · 12 (W +H), (α > 1), where W and H represent
the width and height of the global target, and α is the distance
reliability threshold.

Appearance Reliability. The PSR value defined in E-
q. (7) reflects the correlation between the current frame and
previous frames. As discussed in [8], the PSR value will de-
crease when facing challenging factors such as illumination
variation and deformation, which can be quantified to esti-
mate the appearance agreement. If the current PSR value is
significantly lower than the previous average PSR, we consid-
er the corresponding particle as unreliable, i.e., PSR(Rit) <
β · Average

(
PSR(Ri1:t−1)

)
, where β < 1 is the PSR relia-

bility threshold.
The particle is determined as unreliable when any one

of the above conditions (both geometric and appearance es-
timation) is satisfied. Further, if the particle is continuously
regarded as unreliable in a period (5 frames in our experi-
ments), the particle will be resampled and initialized by the
DCF using the current frame. As shown in Fig. 3, this par-
ticle resample strategy makes our tracker pay more attention
to stable and trackable local parts. As a result, our method is
more adept than global models at handing challenging factors
like heavy deformation, partial occlusion and rotation.

2.3. Bottom-Up Adaptive Update

Following the standard DCF methods [8, 2], the online update
of correlation filter is defined as follows,

Ât = (1− η) Ât−1 + η ŷ � x̂∗t ,

B̂t = (1− η) B̂t−1 + η
D∑
i=1

x̂i∗t � x̂it,
(10)

where Ât and B̂t represent the numerator and denominator
of the filter ŵ in Eq. (2), η is the learning rate and t is the
index of the current frame. We first estimate the reliability of
multiple local parts and selectively update them, which can
further guide the adaptive update of the global DCF model
(Fig. 2).

If the local part is regarded as unreliable in Section 2.2, the
corresponding local DCF does not conduct update to avoid the
contamination of its model. After updating local models, we
compute the failure ratio among all the particles: r = Nu/N ,
where Nu and N denote the number of unreliable and total
particles, respectively. The sudden high failure ratio usually
means the target is potentially under full occlusion or out-of-
view. Then, the learning rate of global DCF is decreased by
a designed Gaussian function. The adaptive learning rate of
global and local DCF is given by Eq. (11).{

ηlocal = 0 / 1, for unreliable / reliable parts,
ηglobal = exp(− r2

2σ2 ).
(11)

3. EXPERIMENTS

3.1. Experimental Setup

Implementation Details. In our experiments, we follow
the parameters in standard DCF method [2] to construct ex-
perts. We draw N=100 particles from a Gaussian distribu-
tion, whose mean and covariance are (x, y, 0.2w, 0.2h) and
0.2 · (w, h,w, h), (x, y, w, h are the positions, width and
height of the global target). In the particle initialization stage,
particles out of the target area will be re-initialized to ensure
all the particles are in the target region. The reliability thresh-
old in resample mechanism α and β are set to 1.2 and 0.7,
respectively. The parameter σ in Eq. (6) is set to 0.1.

We use the same setting of parameters for all the experi-
ments. Global DCF tracker is the basic model which provides
the coarse target localization. To achieve satisfying perfor-
mance, we construct global tracker using standard DCF with
deep features [12] and color histogram-based features [22].
As for local DCFs, we just use HOG [23] features because
small local patches are usually lack of semantic information,
which also ensures the efficiency. On a computer with an Intel
I7-4790K 4.00GHz CPU and a GeForce GTX 1080Ti GPU,
our tracker runs at about 3 frames per second (FPS).

Evaluation Benchmarks and Metrics. Our method is e-
valuated on three benchmark datasets by a no-reset evaluation
protocol: OTB-2013 [19] (50 videos), OTB-2015 [20] (100
videos) and Temple-Color [21] (128 videos). All the tracking
methods are evaluated by the overlap precision (OP) using
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ECO [60.7]
C-COT [58.3]
PCPF(Ours) [57.0]
MCPF [55.3]
DeepSRDCF [54.5]
SRDCFdecon [54.3]
Staple [50.9]
SiamFc [50.5]
MEEM [50.3]
SRDCF [49.9]
HDT [48.4]
HCF [48.2]
KCF [38.9]

Fig. 4. Success plots on the OTB-2013 [19], OTB-2015 [20] and Temple-Color [21] datasets. In the legend, the area-under-
curve (AUC) score is reported. The proposed PCPF tracker shows state-of-the-art performance.

Table 1. Effectiveness study of the proposed framework. The
distance precision (DP) at 20 pixels threshold and overlap
precision (OP) at an overlap threshold 0.5 are reported on
OTB-2015 [20] datasets. Both coarse-to-fine localization and
bottom-up update help improve the performance.

Only Global → Global+Local → Global+Local+Update (Final)
DP 86.1% → 89.0% (3.9% ↑ ) → 90.2% (1.2% ↑)
OP 80.8% → 84.5% (3.7% ↑ ) → 85.3% (0.8% ↑)

one-pass evaluation (OPE) [19, 20]. We provide the success
plots using OP metric over a range of thresholds, and the area-
under-curve (AUC) score evaluates the overall performance.

3.2. Framework Effectiveness Study

In Table 1, we study the effectiveness of the proposed frame-
work on the OTB-2015 benchmark. Due to the limited search
range of particles, our local DCFs rely on the coarse localiza-
tion of holistic model. The combination of global and local
models in a coarse-to-fine fasion obviously improves the ac-
curacy of only individual global model (3.9% in DP and 3.7%
in OP on the OTB-2015), which means the part-based corre-
lation particle filter refines the target location. Besides, the lo-
cal reliability estimation helps adaptively update global DCF,
which in return keeps the global tracker from corruption to
some extent, and boosts the final performance further (1.2%
in DP and 0.8% in OP on the OTB-2015).

3.3. State-of-the-art Comparison

We evaluate our PCPF algorithm with 12 recent state-of-the-
art trackers including KCF [2], MEEM [24], HCF [12], SRD-
CF [15], DeepSRDCF [25], SRDCFdecon [26], HDT [13],
Staple [22], MCPF [16], C-COT [14] and ECO [3].

Figure 4 shows the success plots of our approach and
state-of-the-art trackers. The proposed PCPF tracker provides
the AUC scores of (70.3 %, 68.7%, 57.0%) on the OTB-2013,

OTB-2015 and Temple-Color datasets, while the recent C-
COT and MCPF exhibit (68.0%, 68.1%, 58.3%) and (68.2%,
63.5%, 55.3%), respectively. Overall, our tracker shows com-
pariable results compared to C-COT and outperforms the re-
cent MCPF method on all three datasets. Specially, our track-
er surpasses MCPF with a gain of 5.2% AUC on the chal-
lenging OTB-2015 benchmark. We do not show the results
of MDNet [27] which utilizes various similar tracking videos
for network training and needs re-trainging when evaluating
on Temple-Color dataset. The MDNet method provides the
AUC score of 67.8% on the OTB-2015, and our tracker shows
better performance (68.7%). The enhanced version of C-COT
is ECO [3], which improves both speed and performance by
introducing several efficient strategies. However, it should be
noted that our method only uses standard DCF, more sophis-
ticated models (e.g., SRDCF, ECO), more types of features
[11, 28, 29, 30] and other novel techniques [31, 32, 3] can be
integrated into our model to further boost the performance,
which will be studied in our future work.

In Table 2, we analyze the common challenging factors
in visual tracking task. From the results we can observe
that out method is adept at handling deformation, rotation
and background clutter (outperforms C-COT by a consider-
able margin), which can be attributed to our part-based mod-
el with resample mechanism. The C-COT tracker only uses
global model and involves larger searching range (RoI) com-
pared with traditional DCF due to the effectiveness of SRD-
CF, which is more suitable for tracking targets with large mo-
tion range. In contrast, due to the proposed part-based cor-
relation particle filter framework, our tracker is more suitable
for tracking nonrigid objects with drastic deformation and ro-
tation.

4. CONCLUSION

In this paper, we propose a part-based correlation particle fil-
ter for robust object tracking. With the proposed particle re-
sample mechanism with reliabilty consideration, our method



Table 2. Per-attributed comparison between our approach and
state-of-the-art trackers. The eleven attributes are deforma-
tion (DEF), scale variation (SV), illumination variation (IV),
occlusion (OCC), motion blur (MB), fast motion (FM), in-
plane rotation (IPR), out-of-plane rotation (OPR), out of view
(OV), background clutter (BC) and low resolution (LR). The
AUC score is reported on the OTB-2015 [20]. The first and
second highest values are highlighted by bold and underline.
Attribute SiamFc DeepSRDCF MCPF C-COT ECO PCPF
(Video Number) [33] [25] [16] [14] [3] Ours
DEF (44) 51.9 56.7 57.3 61.6 63.6 65.4
SV (64) 56.9 62.0 61.8 67.4 68.5 64.9
IV (38) 57.8 61.9 62.9 68.2 71.4 70.0
OCC (49) 55.3 60.1 62.2 67.6 68.2 65.8
MB (29) 56.1 63.7 59.7 70.4 70.6 67.7
FM (39) 57.8 62.6 59.7 67.7 68.4 66.5
IPR (51) 56.7 58.8 62.3 62.8 65.6 66.4
OPR (63) 56.7 60.9 62.3 65.6 67.7 66.9
OV (14) 51.6 56.4 56.1 66.1 67.4 63.4
BC (31) 53.2 63.9 61.2 66.4 71.4 69.4
LR (9) 63.4 57.4 59.5 64.3 60.3 69.2
Overall (100) 59.3 64.2 63.5 68.1 69.6 68.7

preserves object structure and pays more attention to the dis-
criminative and stable target parts. To cope with the limit-
ed search range of local particles and inadequate update is-
sues, coarse-to-fine localization and adaptive update strate-
gies are introduced. Experiments on several datasets demon-
strate the state-of-the-art performance of our tracker, especial-
ly on tracking nonrigid targets.
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